
Continuous Convolution Operator Tracker (CCOT) [1]
Convolution operator:
Predicts the continuous
detection scores of the
target given a feature
map ὼ.

Training loss:
ÅLeast squares

regression.
ÅOptimized in

the Fourier
domain.
ÅConjugate

Gradient
solver
(computational bottleneck).
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Introduction
Discriminative Correlation Filter (DCF) Trackers:A historical comparison

Problem: Improved tracking performance at 
the cost of increased model size and complexity.

Consequences: (1) Slow tracking, (2) Overfitting

We address(1)computational complexity and
(2)overfitting in state-of-the-art DCF trackers by
ÅReducing the model size using factorized convolution
ÅIntroducing a training set model that reduces its size and increases diversity
ÅInvestigating the model update scheme, for better speed and robustness

Our Approach
Factorized Convolution: 
ÅPrevious Work:Large number of excessive

filters containing negligible energy (right).
ÅLeads to slower optimization and overfitting.
ÅOur Method:We learn a smaller set of filters

and a coefficient matrix                      .
ÅFactorized convolution operator:

ÅWe train      and      jointly by minimizing the regression loss in the first frame.
ÅThe loss is optimized in the Fourier domain using Gauss-Newton and Conjugate Gradient.
ÅGain: 6-fold reduction in number of filters.

Generative Sample Space Model: 

ÅWe optimize an approximate expected regression loss by replacing       and        with       and       .
ÅGain: 8-fold reduction in the number of training samples.

Model Update and Optimization Strategy
ÅPrevious Work: Most DCF methods update the tracking model in each frame.
ÅIn CCOT, a few (typically five) Conjugate Gradient (CG) iterations is performed each frame.
ÅOur Method:We only optimize every        frame for faster tracking.
ÅThis also causes less overfitting to recent frames, leading to better tracking performance.
ÅWe further propose to use the Polak-Ribièreformula in CG for faster convergence.
ÅGain: 6-fold reduction in the number of Conjugate Gradient iterations.

Experiments
Baseline Comparisonon VOT2016 dataset, deep feature version: 
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Status Pioneering work, 
but obsolete

State-of-the-art, 
winner of VOT2016
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CCOT filters ECO filters

ÅPrevious Work:employ a fix 
learning rate                               .
ÅOldest sample is replaced.
ÅRequires a large sample limit            .
ÅCostly learning and poor diversity

of training samples (see figure).
ÅOur Method: AGaussian Mixture 

Model of the sample distribution

ÅUpdated using an efficient online 
algorithm [2].

VOT2016

OTB-100 UAV123TempleColor

ECO:
ÅDeep features (VGG) + HOG
Å15 FPS on GPU
ECO-HC:
ÅHand-crafted features: HOG and CN
Å60 FPSon CPU
ÅOptimal for UAVand other robotics applications

Best result in 
CVPR 2017!


